
/ 12

Yoshiaki Kato
(RIKEN)

 1

Vortices in the Solar Atmosphere 
(and Accretion Disks)



/ 12

AsAAsAsAssAssososososs ciciciiciciicic atatatatatata ioioiooi nnn ofofo UUUUUUUUUnininn veveeeveeeersrsrsrrr itititieieiees s s fofofoofoofof r rr rr ReReReReRRRR seseseseseararararrrchhhhchchchhcc iiinnnnnn AsAsAsAssAsssA trtrtrtronononnonnomomomomomoo y y yy InInnnnc.c.cc (((AUAUUUUAAA RARARAAARARR ))))

Radiative zone

Convection zone

Core

Chromosphere

CoronaPhotosphere

Sun: SDO/NASA

Kato et al. 2016

Optical/Infrared

UV
X-ray

 2

   Structure and Dynamics of the Solar Atmosphere    

Hinode/SOT images
Courtesy of J. Okamoto@JAXA

Photosphere 
~ 5000 K Solar Activity Cycle

X-ray images by Hinode

Chromosphere 
~10000 K

Corona 
~ 1 MK



/ 12

Swirling Strength in the Solar atmosphere and Accretion Disks by Yoshiaki Kato

Hinode/Ca II H BFI movie 
(courtesy by Mats Carlsson)

Solar granules

Hinode/Solar Optical Telescope (SOT)
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Solar Chromosphere
Spicules = Dynamical fibrils
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Figure 1. Sketch of the granulation–supergranulation–spicule complex in cross section. A, Flow
lines of a supergranulation cell. B, Photospheric granules. C, Wave motions. D, Large-scale
chromospheric flow field seen in Ha. E, [Magnetic] lines of force, pictured as uniform in the corona
but concentrated at the boundaries of the supergranules in the photosphere and chromosphere.
F, Base of a spicule ‘bush’ or ‘rosette’, visible as a region of enhanced emission in the Ha and
K-line cores. G, Spicules. [. . .] The distance between the bushes is 30 000 km. Reproduced with
permission from Noyes [15], including this caption.

In terms of physics, the principal quiet-Sun photospheric agents are gas
dynamics and near-local thermodynamic equilibrium (near-LTE) radiation loss
outside magnetic concentrations, magnetohydrodynamics (MHD) within the
latter. These processes are presently emulated well in three-dimensional time-
dependent simulations of photospheric fine structure. The spatial simulation
extent is still too small to contain full-fledged active regions, but sunspots [12]
and supergranules [13,14] come into reach. Higher up, the radiation losses become
severely non-equilibrium (non-local thermodynamic equilibrium (NLTE), partial
redistribution, time-dependent population rates), and the magneto-gasdynamics
becomes multi-fluid. These complexities constitute a challenging but promising
modelling frontier.

2. The scene

Figure 1 sets the quiet-Sun scene for this overview. This sketch comes from
the outstanding discussion by Noyes [15] of the ingenious Doppler imaging
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Radiation MHD equations

in LTE and Non-LTE

Bifrost code
(Gudiksen et al. 2011)

• Finite-difference MHD solver
• Realistic EOS with Hydrogen ionisation
• Radiative transfer:

• Optically thin radiative transfer (mostly in the corona),
• Chromospheric radiation approximation (Leenaarts et al. 2007),
• Full radiative transfer in the photosphere.

• Thermal conduction in the lower corona
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Photosphere

Chromosphere

Empirical radiative loss in the chromosphere: 2.5 - 4.3 kWm-2

(Ulmschneider 1974; Vernazza et al. 1981)
non-LTE

is the probability for a transition from level i to level j

Sl =
njAjiΨ

niBijΦ − njBjiΨse

f(ν, µ)

f(ν, µ)

Radiation transfer equation
Population density equation



/ 12

Swirling Strength in the Solar atmosphere and Accretion Disks by Yoshiaki Kato

Modeling a magnetic flux tube/sheath
for investigating dynamical fibrils
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“Realistic” modeling of the solar atmosphere
by using Bifrost

 6

 B ~ 50 G

 B > 1.5 kG

Tgas [K]
50000 200000150000100000

Bifrost code
(Gudiksen et al. 2011)
• Finite-difference MHD 

solver
• Realistic EOS with 

Hydrogen ionisation
• Radiative transfer:

• Optically thin radiative 
transfer (mostly in the 
corona),

• Chromospheric radiation 
approximation (Leenaarts 
et al. 2007),

• Full radiative transfer in 
the photosphere.

• Thermal conduction in the 
lower corona

ΔX=28km 
Nx=400  Nz=535
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Magnetic pumping mechanism
for sustaining the solar chromosphere
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τ = 1
optical surface

convection
downdraft
on a convective cell

I. Squeezing II. Magnetic pumping III. Rebound IV. Resonant oscillations

downward drift
of the convective cell

shock waves

Chromospheric response
~ 4 minutes

Driving timescale ~ 10 minutes
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Summary
Magnetic pumping is responsible for “dynamic fibrils”

Recurrent shock waves can 
sustain solar chromosphere
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Figure 1. Sketch of the granulation–supergranulation–spicule complex in cross section. A, Flow
lines of a supergranulation cell. B, Photospheric granules. C, Wave motions. D, Large-scale
chromospheric flow field seen in Ha. E, [Magnetic] lines of force, pictured as uniform in the corona
but concentrated at the boundaries of the supergranules in the photosphere and chromosphere.
F, Base of a spicule ‘bush’ or ‘rosette’, visible as a region of enhanced emission in the Ha and
K-line cores. G, Spicules. [. . .] The distance between the bushes is 30 000 km. Reproduced with
permission from Noyes [15], including this caption.

In terms of physics, the principal quiet-Sun photospheric agents are gas
dynamics and near-local thermodynamic equilibrium (near-LTE) radiation loss
outside magnetic concentrations, magnetohydrodynamics (MHD) within the
latter. These processes are presently emulated well in three-dimensional time-
dependent simulations of photospheric fine structure. The spatial simulation
extent is still too small to contain full-fledged active regions, but sunspots [12]
and supergranules [13,14] come into reach. Higher up, the radiation losses become
severely non-equilibrium (non-local thermodynamic equilibrium (NLTE), partial
redistribution, time-dependent population rates), and the magneto-gasdynamics
becomes multi-fluid. These complexities constitute a challenging but promising
modelling frontier.

2. The scene

Figure 1 sets the quiet-Sun scene for this overview. This sketch comes from
the outstanding discussion by Noyes [15] of the ingenious Doppler imaging
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Hunting for Solar Tornadoes 

Vincent van Gogh’s The Starry Night (1889) 
the view from the window of his asylum room at Saint-Rémy-de-Provence 
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Magnetic flux tube
a magnetic portal for energy transport
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Figure 1. Sketch of the granulation–supergranulation–spicule complex in cross section. A, Flow
lines of a supergranulation cell. B, Photospheric granules. C, Wave motions. D, Large-scale
chromospheric flow field seen in Ha. E, [Magnetic] lines of force, pictured as uniform in the corona
but concentrated at the boundaries of the supergranules in the photosphere and chromosphere.
F, Base of a spicule ‘bush’ or ‘rosette’, visible as a region of enhanced emission in the Ha and
K-line cores. G, Spicules. [. . .] The distance between the bushes is 30 000 km. Reproduced with
permission from Noyes [15], including this caption.

In terms of physics, the principal quiet-Sun photospheric agents are gas
dynamics and near-local thermodynamic equilibrium (near-LTE) radiation loss
outside magnetic concentrations, magnetohydrodynamics (MHD) within the
latter. These processes are presently emulated well in three-dimensional time-
dependent simulations of photospheric fine structure. The spatial simulation
extent is still too small to contain full-fledged active regions, but sunspots [12]
and supergranules [13,14] come into reach. Higher up, the radiation losses become
severely non-equilibrium (non-local thermodynamic equilibrium (NLTE), partial
redistribution, time-dependent population rates), and the magneto-gasdynamics
becomes multi-fluid. These complexities constitute a challenging but promising
modelling frontier.

2. The scene

Figure 1 sets the quiet-Sun scene for this overview. This sketch comes from
the outstanding discussion by Noyes [15] of the ingenious Doppler imaging
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Solar Magnetic Tornado

Ca II 854.2 nm -CRISP@SST
(Wedemeyer-Böhm & Rouppe van der Voort 2009)

Wedemeyer-Böhm et al. 2012

11/6/12%6:13%PM% % 1%

!
IAESTE!2012*2!–!CHROMOSPHERIC!SWIRLS!

 

 
 

Supervisor:   Dr. Sven Wedemeyer, room 213 
Co-supervisors: Dr. Eamon Scullion, room 105A 
   Dr. Luc Rouppe van der Voort, room 204  
 
 
 
SCIENTIFIC!OBJECTIVE!

We have a data set that comprises observations with the ground-based Swedish Solar Telescope (SST) 
and the space-borne telescopes Solar Dynamics Observatory (SDO) and Hinode. Our aim is to detect 
so-called chromospheric swirls in this data set and make a statistical analysis concerning their 
characteristic properties such as diameters, lifetimes etc..  
 
 
PREPARATIONS!

• Make a directory structure in your home directory. First open a terminal and then type  
o mkdir ~/idl 
o mkdir ~/data 

• Download CRISPEX from http://folk.uio.no/gregal/crispex/                                                            
and copy the file to ~/idl.  

• Install CRISPEX by typing the following in a terminal.  
o cd ~/idl  
o gunzip crispex_v1.6.2.tar.gz 
o tar –xvf crispex_v1.6.2.tar.gz  

• We may have to set up your shell initialization scripts (.bashrc, .cshrc) and some start-up file for 
IDL and its SolarSoft extension.  

 

Solar Tornado

Hinode/Ca II H BFI movie 
(courtesy by Mats Carlsson)  12

Solar Chromosphere
Spicules = Dynamical fibrils

 12
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How to find a vortical structure?

 13

• Streamlines 
• Vorticity magnitude 
• Local pressure minimum

The identijication of a vortex 73 
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FIGURE 2. (a-c) Streamlines of a Lamb vortex in different reference frames, moving: (a) with the 
vortex centre; (b) with a point within the core; and (c) faster than any point. (&a Distribution of 
velocity vectors in the near field of an axisymmetric jet with a reference frame velocity of: ( d )  1.25U, 
(convection velocity of lower vortex); (e)  0.3517, (convection velocity of upper vortex); and 0.8Ue 
(the average of the convection velocities of the two vortices). Dotted lines represent structure 
boundary based on vorticity magnitude. 

Thus, this definition will obscure two or more vortices moving at different speeds in any 
single reference frame and will surely fail in a turbulent flow containing numerous 
vortices advecting at different speeds. 

2.3.  Vorticity magnitude 
Vorticity magnitude (101) has been widely used to educe CS and represent vortex cores 
(Metcalfe et al. 1985; Hussain & Hayakawa 1987; Bisset et al. 1990). However, this 
approach, though fairly successful in the free shear flows investigated so far, may not 
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Fig. 2. Comparison between LIC imaging, vor-
ticity, and vorticity strength of a solid rotation
(upper panels) and that of a shear flow (lower
panels) indicated by white arrows. Upper pan-
els: (a) the horizontal velocity amplitude of a
swirling feature is illustrated by the LIC imag-
ing, (b) the tangential discontinuity at the edge
of a swirling feature is enhanced by the vortic-
ity, and (c) the constant angular rotation speed
of a swirling feature is depicted by the vorticity
strength. Lower panels: (d) same as (a) but for a
shear flow, (e) a gap between the rightward and
leftward velocity at y = 0 is illustrated by the
vorticity, and (f) there are no features shown by
the vorticity strength.

The velocity gradient tensor of this case can be represented
as
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(see Eq. (5)). For a pure circular flow with µ = 0 and ⌫ , 0, the
solution consists of a conjugate pair of complex roots of � = ±i⌫.
In contrast, for a radial, non-circular flow with µ , 0 and ⌫ = 0,
the solution has two distintive real roots of � = µ/r2

x and µ/r2
y.

2.4. Vortex detection

Once the velocity field is provided, the vorticity and the vorticity
strength are calculated according to Eqs. (1)-(6). The vorticity in
a chromospheric layer in the simulations exhibits a complicated
filamentary structure as shown in Fig. 1 b. Prior to the detection
procedure, the LIC technique is applied to the resulting sequence
of vorticity maps in order to smooth and to enhance not only
eddies but also circular flows so that they become easier to de-
tect (see Fig. 1c). This preparatory step has proven to reduce the
computational costs of the vortex detection procedure. In con-
trast, the corresponding vorticity strength map is composed of
more isolated features as shown in Fig. 1d because it is sensitive
to other aspects of the input velocity field than the pure vortic-
ity. It should be noted that there is subtle di↵erence between a
circular motion and a true vortex. A small gas parcel might be
advected with the gas flow in a circular trajectory but its vorticity
is only non-zero if the gas parcel is rotating in itself in addition
to following the circular flow. Nevertheless the circular trajec-
tory of a gas parcel might still part of a larger vortical flow field

and should thus be detected by the search algorithm, even though
both the vorticity and vorticity strength may have small values at
that particular position. This property is important for the suc-
cessful detection of vortex features in flow fields derived from
real chromospheric observations, which by nature are subject to
uncertainties in the determined velocities.

In the following, we will present tests for both the enhanced
vorticity and vorticity strength method. In both cases, one snap-
shot after another is processed sequentially. Potential vortex can-
didates are then found from the local maxima in the input map in
the current snapshot. Next, a Gaussian kernel is fitted to the map
around each vortex candidate, although a more sophisticated ker-
nel function could be used in the future. The fitted Gaussian is
then subtracted from the original map. A new iteration follows
in which the resulting map is again searched for local maxima,
the new vortex candidates are fitted and the fitted Gaussians are
again subtracted. This iterative process is repeated until the peak
falls below a threshold value of 10 % of the maximum peak in
the original map. This procedure is similar to the CLEAN algo-
rithm as used for interferometric imaging (Högbom 1974) for the
purpose of excluding irregular features and artefacts. The size of
a vortex is determined approximately as the diameter of a circle
whose area is equivalent to the area enclosed by a contour line
for intensity values larger than 10 % of the intensity peak value.

The detections from a run based on the enhanced vorticity
and another run based on the vorticity strength are compared in
order to determine which of the quantities produces the most
reliable and complete results. Figure 2 shows the di↵erence be-
tween the LIC image, the vorticity, and the vorticity strength for
a velocity field given by a solid rotation (upper panels) and by
a shear flow (lower panels). The intensity of the LIC image is
proportional to the horizontal velocity amplitude showing a hol-
low structure, which is higher in the outer parts of the tested flow
patterns (panels (a) and (d)). Distinguishing between vortex flow
and shear flow thus requires to take into account the entire flow
structure. This requirement is problematic for a more realistic
velocity field (see Fig. 1a), where the boundaries between indi-
vidual vortex flows can be di�cult to see. Uncertainties in the
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Fig. 2. Comparison between LIC imaging, vor-
ticity, and vorticity strength of a solid rotation
(upper panels) and that of a shear flow (lower
panels) indicated by white arrows. Upper pan-
els: (a) the horizontal velocity amplitude of a
swirling feature is illustrated by the LIC imag-
ing, (b) the tangential discontinuity at the edge
of a swirling feature is enhanced by the vortic-
ity, and (c) the constant angular rotation speed
of a swirling feature is depicted by the vorticity
strength. Lower panels: (d) same as (a) but for a
shear flow, (e) a gap between the rightward and
leftward velocity at y = 0 is illustrated by the
vorticity, and (f) there are no features shown by
the vorticity strength.
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2.4. Vortex detection

Once the velocity field is provided, the vorticity and the vorticity
strength are calculated according to Eqs. (1)-(6). The vorticity in
a chromospheric layer in the simulations exhibits a complicated
filamentary structure as shown in Fig. 1 b. Prior to the detection
procedure, the LIC technique is applied to the resulting sequence
of vorticity maps in order to smooth and to enhance not only
eddies but also circular flows so that they become easier to de-
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computational costs of the vortex detection procedure. In con-
trast, the corresponding vorticity strength map is composed of
more isolated features as shown in Fig. 1d because it is sensitive
to other aspects of the input velocity field than the pure vortic-
ity. It should be noted that there is subtle di↵erence between a
circular motion and a true vortex. A small gas parcel might be
advected with the gas flow in a circular trajectory but its vorticity
is only non-zero if the gas parcel is rotating in itself in addition
to following the circular flow. Nevertheless the circular trajec-
tory of a gas parcel might still part of a larger vortical flow field

and should thus be detected by the search algorithm, even though
both the vorticity and vorticity strength may have small values at
that particular position. This property is important for the suc-
cessful detection of vortex features in flow fields derived from
real chromospheric observations, which by nature are subject to
uncertainties in the determined velocities.

In the following, we will present tests for both the enhanced
vorticity and vorticity strength method. In both cases, one snap-
shot after another is processed sequentially. Potential vortex can-
didates are then found from the local maxima in the input map in
the current snapshot. Next, a Gaussian kernel is fitted to the map
around each vortex candidate, although a more sophisticated ker-
nel function could be used in the future. The fitted Gaussian is
then subtracted from the original map. A new iteration follows
in which the resulting map is again searched for local maxima,
the new vortex candidates are fitted and the fitted Gaussians are
again subtracted. This iterative process is repeated until the peak
falls below a threshold value of 10 % of the maximum peak in
the original map. This procedure is similar to the CLEAN algo-
rithm as used for interferometric imaging (Högbom 1974) for the
purpose of excluding irregular features and artefacts. The size of
a vortex is determined approximately as the diameter of a circle
whose area is equivalent to the area enclosed by a contour line
for intensity values larger than 10 % of the intensity peak value.

The detections from a run based on the enhanced vorticity
and another run based on the vorticity strength are compared in
order to determine which of the quantities produces the most
reliable and complete results. Figure 2 shows the di↵erence be-
tween the LIC image, the vorticity, and the vorticity strength for
a velocity field given by a solid rotation (upper panels) and by
a shear flow (lower panels). The intensity of the LIC image is
proportional to the horizontal velocity amplitude showing a hol-
low structure, which is higher in the outer parts of the tested flow
patterns (panels (a) and (d)). Distinguishing between vortex flow
and shear flow thus requires to take into account the entire flow
structure. This requirement is problematic for a more realistic
velocity field (see Fig. 1a), where the boundaries between indi-
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Fig. 2. Comparison between LIC imaging, vor-
ticity, and vorticity strength of a solid rotation
(upper panels) and that of a shear flow (lower
panels) indicated by white arrows. Upper pan-
els: (a) the horizontal velocity amplitude of a
swirling feature is illustrated by the LIC imag-
ing, (b) the tangential discontinuity at the edge
of a swirling feature is enhanced by the vortic-
ity, and (c) the constant angular rotation speed
of a swirling feature is depicted by the vorticity
strength. Lower panels: (d) same as (a) but for a
shear flow, (e) a gap between the rightward and
leftward velocity at y = 0 is illustrated by the
vorticity, and (f) there are no features shown by
the vorticity strength.

The velocity gradient tensor of this case can be represented
as

Dij =

2
666664
µ
⇣

x

r

2

⌘
�⌫

⌫ µ
⇣

y

r

2

⌘
3
777775 , (9)

which results in

P =
(x + y)

r

2 µ (10)

and

Q =
✓

xy

r

4

◆
µ2 + ⌫2 (11)

(see Eq. (5)). For a pure circular flow with µ = 0 and ⌫ , 0, the
solution consists of a conjugate pair of complex roots of � = ±i⌫.
In contrast, for a radial, non-circular flow with µ , 0 and ⌫ = 0,
the solution has two distintive real roots of � = µ/r2

x and µ/r2
y.

2.4. Vortex detection

Once the velocity field is provided, the vorticity and the vorticity
strength are calculated according to Eqs. (1)-(6). The vorticity in
a chromospheric layer in the simulations exhibits a complicated
filamentary structure as shown in Fig. 1 b. Prior to the detection
procedure, the LIC technique is applied to the resulting sequence
of vorticity maps in order to smooth and to enhance not only
eddies but also circular flows so that they become easier to de-
tect (see Fig. 1c). This preparatory step has proven to reduce the
computational costs of the vortex detection procedure. In con-
trast, the corresponding vorticity strength map is composed of
more isolated features as shown in Fig. 1d because it is sensitive
to other aspects of the input velocity field than the pure vortic-
ity. It should be noted that there is subtle di↵erence between a
circular motion and a true vortex. A small gas parcel might be
advected with the gas flow in a circular trajectory but its vorticity
is only non-zero if the gas parcel is rotating in itself in addition
to following the circular flow. Nevertheless the circular trajec-
tory of a gas parcel might still part of a larger vortical flow field

and should thus be detected by the search algorithm, even though
both the vorticity and vorticity strength may have small values at
that particular position. This property is important for the suc-
cessful detection of vortex features in flow fields derived from
real chromospheric observations, which by nature are subject to
uncertainties in the determined velocities.

In the following, we will present tests for both the enhanced
vorticity and vorticity strength method. In both cases, one snap-
shot after another is processed sequentially. Potential vortex can-
didates are then found from the local maxima in the input map in
the current snapshot. Next, a Gaussian kernel is fitted to the map
around each vortex candidate, although a more sophisticated ker-
nel function could be used in the future. The fitted Gaussian is
then subtracted from the original map. A new iteration follows
in which the resulting map is again searched for local maxima,
the new vortex candidates are fitted and the fitted Gaussians are
again subtracted. This iterative process is repeated until the peak
falls below a threshold value of 10 % of the maximum peak in
the original map. This procedure is similar to the CLEAN algo-
rithm as used for interferometric imaging (Högbom 1974) for the
purpose of excluding irregular features and artefacts. The size of
a vortex is determined approximately as the diameter of a circle
whose area is equivalent to the area enclosed by a contour line
for intensity values larger than 10 % of the intensity peak value.

The detections from a run based on the enhanced vorticity
and another run based on the vorticity strength are compared in
order to determine which of the quantities produces the most
reliable and complete results. Figure 2 shows the di↵erence be-
tween the LIC image, the vorticity, and the vorticity strength for
a velocity field given by a solid rotation (upper panels) and by
a shear flow (lower panels). The intensity of the LIC image is
proportional to the horizontal velocity amplitude showing a hol-
low structure, which is higher in the outer parts of the tested flow
patterns (panels (a) and (d)). Distinguishing between vortex flow
and shear flow thus requires to take into account the entire flow
structure. This requirement is problematic for a more realistic
velocity field (see Fig. 1a), where the boundaries between indi-
vidual vortex flows can be di�cult to see. Uncertainties in the

Article number, page 4 of 13

 swirling strength  



/ 12

Swirling Strength in the Solar atmosphere and Accretion Disks by Yoshiaki Kato

Fancy illustration of vortical structure

 14

Cabral & Leedom SIGGRAPH’93

Line Integral Convolution (LIC)

Vector fields

Streamlines

Input texture
(e.g., the horizontal velocity)

Output pixels

Examples

The images in figure 5 show the effect of varying L. The input
texture is a photograph of flowers. The input vector field was cre-
ated by taking the gradient of a bandlimited noise image and rotat-
ing each of the gradient vectors by 90°, producing vectors which
follow the contours of the soft hills and valleys of the bandlimited
noise. With L equal to 0, the input image is passed through
unchanged. As the value of L increases, the input image is blurred
to a greater extent, giving an impressionistic result. Here, a biased
ramp filter[10] is used to roughly simulate a brush stroke.

Figures 2, 4, 8, 9 and 11 were generated using white noise input
images. Aliasing can be a serious problem when using LIC with a
high frequency source image such as white noise. The aliasing is
caused by the one-dimensional point sampling of the infinitely thin
LIC filter. This aliasing can be removed by either creating a thick
LIC filter with a low-pass filter cross section or by low-pass filter-
ing the input image. This second alternative is preferable since it
comes at no additional cost to the LIC algorithm. The images in
figure 6 show the effect of running LIC over 256x256 white noise
which has been low-pass filtered using a fourth order Butterworth
filter with cutoff frequencies of 128, 84, 64, and 32.

It is worth noting that Van Wijk’s spot noise algorithm[23] can
be adapted to use the local stream line approximation to more
accurately represent the behavior of a vector field. Instead of

straight line elliptical stretching, each spot could be warped so that
the major axis follows the local stream line. Furthermore, the
minor axis could either be perpendicular to the warped major axis
or itself could be warped along transverse field lines. However, an
algorithm to perform this task for an arbitrary local stream line
would be inherently more expensive and complex than the LIC
algorithm.

Sims[18] describes an alternative technique which produces
results similar to LIC. This alternative approach warps or advects
texture coordinates as a function of a vector field. The similarity
between the two techniques is predictable even though the tech-
niques are quite different. The dilation and contraction of the tex-
ture coordinate system warping has the visual effect of blurring
and sharpening the warped image. This is due to the resampling
and reconstruction process necessary when warping from one
coordinate system to another. Thus, for regions where the source
image is stretched along the vector field an apparent blurring will
occur similar to those seen with LIC. However, the techniques are
completely different in two fundamental ways. First, LIC is a local
operator, meaning no information outside of a fixed area of interest
is needed. Warping even when done locally requires maintaining
global consistency to avoid tearing holes in the warped image.
This increases the complexity of the warping operation when com-
pared to LIC. Second, LIC is a spatially varying filtering operation
and does not warp or transform any texture coordinates.

4.1  PERIODIC MOTION FILTERS
The LIC algorithm visualizes local vector field tangents, but not

their direction. Freeman, et al[8] describe a technique which simu-
lates motion by use of special convolutions. A similar technique is
used by Van Gelder and Wilhelms[22] to show vector field flow.
This technique can be extended and used to represent the local vec-
tor field direction via animation of successive LIC imaged vector
fields using varying phase shifted periodic filter kernels.

The success of this technique depends on the shape of the filter.
In the previous examples (figures 2 and 4), a constant or box filter
is used. If the filter is periodic like the filters used in [8], by chang-
ing the phase of such filters as a function of time, apparent motion

Fig ure  4: C irc u l a r a n d turb u l e nt flu id d yn a m i cs v e c tor fi e lds
im a g e d usin g LI C  o v e r w h it e  n o ise .
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e q u a l to 0, 5, 10 a n d 20 (l e ft to rig ht, to p  to b otto m).
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to rig ht, to p  to b otto m).
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In the previous examples (figures 2 and 4), a constant or box filter
is used. If the filter is periodic like the filters used in [8], by chang-
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rv = S + ⌦

the rate-of-strain tensor 
(symmetric part)

the vorticity tensor 
(Anti-symmetric part)
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the velocity gradient tensor
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On the identification of a vortex 
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Considerable confusion surrounds the longstanding question of what constitutes a 
vortex, especially in a turbulent flow. This question, frequently misunderstood as 
academic, has recently acquired particular significance since coherent structures (CS) 
in turbulent flows are now commonly regarded as vortices. An objective definition of 
a vortex should permit the use of vortex dynamics concepts to educe CS, to explain 
formation and evolutionary dynamics of CS, to explore the role of CS in turbulence 
phenomena, and to develop viable turbulence models and control strategies for 
turbulence phenomena. We propose a definition of a vortex in an incompressible flow 
in terms of the eigenvalues of the symmetric tensor S2+a2;  here S and 0 are 
respectively the symmetric and antisymmetric parts of the velocity gradient tensor Vu. 
This definition captures the pressure minimum in a plane perpendicular to the vortex 
axis at high Reynolds numbers, and also accurately defines vortex cores at low 
Reynolds numbers, unlike a pressure-minimum criterion. We compare our definition 
with prior schemes/definitions using exact and numerical solutions of the Euler and 
Navier-Stokes equations for a variety of laminar and turbulent flows. In contrast to 
definitions based on the positive second invariant of V u  or the complex eigenvalues of 
Vu, our definition accurately identifies the vortex core in flows where the vortex 
geometry is intuitively clear. 

1. Introduction 
The concept of vortices is as old as the subject of hydrodynamics; yet, an accepted 

definition of a vortex is still lacking. Turbulence is viewed as a tangle of vortex 
filaments, and much of turbulence physics is well explained using the concepts of vortex 
dynamics (e.g. see Tennekes & Lumley 1972; Hunt 1987). Turbulent shear flows have 
been found to be dominated by spatially coherent, temporally evolving vortical 
motions, popularly called coherent structures (CS) (Cantwell 1981 ; Lumley 1981 ; 
Hussain 1980). Vortex dynamics, which govern the evolution and interaction of CS and 
coupling of CS with background turbulence, is promising not only for understanding 
turbulence phenomena such as entrainment and mixing, heat and mass transfer, 
chemical reaction and combustion, drag, and aerodynamic noise generation, but also 
for viable modeling of turbulence (Hussain & Melander 1991). We must identify 
dynamically significant, large-scale vortical regions in turbulent flows as a necessary 
first step, which in turn necessitates an objective definition of a vortex. 

Several conditional-sampling techniques have been suggested for CS eduction in 
experiments and numerical simulations (e.g. Mumford 1982; Blackwelder 1977; 
Fiedler & Mensing 1985; FerrC & Giralt 1989; Kim 1985; Hussain 1986). In 
transitional flows, eduction is relatively simple because transitional CS occur with 
detectable regularity in time and space. Hence, a reference signal such as velocity can 
be used as a trigger for eduction (Hussain & Zaman 1980; Cantwell & Coles 1983). 
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2. Method

The method presented here consists of the following steps:

1. Determination of the velocity field (Sect. 2.1).
2. Vortex detection (Sect. 2.4) based on vorticity and vorticity

strength (Sect. 2.3).
3. Event identification (Sect. 2.5).

In Appendix A, we show the flowchart of our method step
by step. The method is tested and illustrated first with a very
simplified vortex flow (see Sect. 2.2) and then with a more real-
istic combination of a numerical model atmospheres and a fixed
vortex flow (see Sect. 2.6).

2.1. Determination of the velocity field

Quantitative studies of atmospheric dynamics (e.g., November
1986; November & Simon 1988) require that the velocity field in
the solar atmosphere is known with su�cient accuracy. Unfortu-
nately, the pronounced dynamics, which occurs on a large range
of temporal and spatial scales, make the reliable determination
of the atmospheric velocity field from observations a challeng-
ing task. Next to the complexity of (multidimensional) flows in
the solar atmosphere itself, observational e↵ects, such as inter-
mediate blurring as a result of varying seeing condition, and lim-
ited spatial resolution make it di�cult to find swirling features.
Some of the di�culties can be overcome by advanced feature
tracking techniques such as the commonly known local correla-
tion tracking (LCT). For instance, the FLCT method by Welsch
et al. (2004) and Fisher & Welsch (2008) is able to determine
the velocity field from sequences of observational images with
su�cient quality.

It has nevertheless to be checked thoroughly how well the de-
rived LCT velocities match the actual physical velocities. Such
tests can be performed on basis of numerical simulations for
which the initial physical velocities are known and can be com-
pared to corresponding LCT velocites derived from synthetic
observations of the simulated atmospheric dynamics. In this
first paper of a series, however, we present a precursory step
for which we use one of the model atmospheres created with
CO5BOLD (see Sect. 2.2) for testing our detection methods as
described below. In future parts of this series, velocities derived
with the FLCT method will be used and the implications of the
inherently limited velocity accuracy on the detection of vortex
flows will be discussed.

2.2. Model atmosphere for testing

The model was computed with the 3D radiation magnetohydro-
dynamic code CO5BOLD (Freytag et al. 2012) and is equiva-
lent to the one used by Wedemeyer-Böhm et al. (2012) but it
was produced with an improved numerical integration scheme
(Steiner et al. 2013), resulting in reduced numerical di↵usivity
and thus more structure on smaller spatial scales. The new model
was constructed by superimposing an initial magnetic field on a
snapshot of a hydrodynamic simulation and advanced in time un-
til it had relaxed from this initial condition. The initial magnetic
field is strictly vertical and has a field strength of |B0| = 50 G.

The computational box comprises 286 ⇥ 286 ⇥ 286 grid
cells and has a horizontal extent of 8.0 Mm ⇥ 8.0 Mm with a
constant grid cell width of �x = �y = 28 km. The grid is non-
equidistant in height and extents from -2.4 Mm at the bottom (in
the convection zone) to 2.0 Mm at the top (in the model chromo-
sphere) with a constant vertical grid spacing of �z = 12 km at all

z > �128 km and gradually increasing to �z = 28.2 km for all
z < �1132 km.

The computational time steps are typically on the order of a
few milliseconds. A sequence with a duration of 60 min and a
cadence of 1 s is produced of which the first 30 min are used for
the tests presented in this paper.

2.3. Identification of vortices

An objective definition of a vortex has yet to be established
and therefore the identification of vortices in complex/turbulent
flows has been a primary subject (see, e.g., Jeong & Hussain
1995, and references therein). The so-called line integral con-
volution (LIC) technique turns out to be helpful in this respect.
The LIC techniques allows to visualise turbulent flows and was
first introduced by Cabral & Leedom (1993). A LIC image for a
given velocity field is created by tracing streamlines whose in-
tensity is proportional to the horizontal velocity amplitude. This
technique can enhance the flow pattern of small-scale and large-
scale eddies simultaneously, as can be seen in Fig. 1 a, and there-
fore it can help to identify vortices by visual and automatic in-
spection. However, an automatic detection algorithm for vortices
requires quantities that enables the objective, robust and repro-
ducible identification of vortices.

A vortex flow is by definition associated with a high value of
the vorticity !, which is defined as

! = r ⇥ v . (1)

Unfortunately, the definition of the vorticity in Eq. (1) also re-
sults in high values for shear flows, i.e., flows with opposite
direction, which thus have to be distinguished from the sought
after true circular vortex flows. This ambiguity can be avoided
by using the vorticity strength instead, which is the imaginary
part of the eigenvalues of the velocity gradient tensor. The vor-
ticity strength has indeed been successfully used by Moll et al.
(2011) for investigating flow patterns in the surface-near layers
of the convection zone and the photosphere. In our study, we use
the same technique to investigate flow patterns in the chromo-
sphere. In the following, we briefly demonstrate how the vor-
ticity strength is used for finding swirling features in flows pro-
jected on a two-dimensional view plane.

Consider the velocity gradient tensor,D
i j

D
i j

=
@vi

@xj
(2)

If � are the eigenvalues ofD
i j

, then
h
D

i j

� �I
i

e = 0 (3)

where e is the eigenvector.
The eigenvalues can be determined by solving the character-

istic equation

det
h
D

i j

� �I
i
= 0 (4)

which, for a velocity flow in two-dimensional space v = (vx, vy),
can be written as

�2 + P� + Q = 0 (5)

where P = �tr(D
i j

) and Q = det (D
i j

). Equation (5) has the
following canonical solutions:

� =
�P ±

p
P

2 � 4Q

2
. (6)
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• a pure circular flow 

• a radial, non-circular flow

A simple example
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Testing vortex detection algorithm
by using solar atmospheric models
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The velocity field at z=1 Mm is used 
as an input for testing 

the detection algorithm
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Snapshots of vortical structure
at the chromospheric height in the solar model atmosphere

 19

(b) vorticity

(c) enhanced vorticity by LIC (d) vorticity strength

(a) LIC horizontal velocity
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Comparison between
swirling strength and vorticity
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Correlation between
vortical structure and enhanced magnetic structure
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Figure 1. Sketch of the granulation–supergranulation–spicule complex in cross section. A, Flow
lines of a supergranulation cell. B, Photospheric granules. C, Wave motions. D, Large-scale
chromospheric flow field seen in Ha. E, [Magnetic] lines of force, pictured as uniform in the corona
but concentrated at the boundaries of the supergranules in the photosphere and chromosphere.
F, Base of a spicule ‘bush’ or ‘rosette’, visible as a region of enhanced emission in the Ha and
K-line cores. G, Spicules. [. . .] The distance between the bushes is 30 000 km. Reproduced with
permission from Noyes [15], including this caption.

In terms of physics, the principal quiet-Sun photospheric agents are gas
dynamics and near-local thermodynamic equilibrium (near-LTE) radiation loss
outside magnetic concentrations, magnetohydrodynamics (MHD) within the
latter. These processes are presently emulated well in three-dimensional time-
dependent simulations of photospheric fine structure. The spatial simulation
extent is still too small to contain full-fledged active regions, but sunspots [12]
and supergranules [13,14] come into reach. Higher up, the radiation losses become
severely non-equilibrium (non-local thermodynamic equilibrium (NLTE), partial
redistribution, time-dependent population rates), and the magneto-gasdynamics
becomes multi-fluid. These complexities constitute a challenging but promising
modelling frontier.

2. The scene

Figure 1 sets the quiet-Sun scene for this overview. This sketch comes from
the outstanding discussion by Noyes [15] of the ingenious Doppler imaging
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Comparison with the Solar observations
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Figure 1. Sketch of the granulation–supergranulation–spicule complex in cross section. A, Flow
lines of a supergranulation cell. B, Photospheric granules. C, Wave motions. D, Large-scale
chromospheric flow field seen in Ha. E, [Magnetic] lines of force, pictured as uniform in the corona
but concentrated at the boundaries of the supergranules in the photosphere and chromosphere.
F, Base of a spicule ‘bush’ or ‘rosette’, visible as a region of enhanced emission in the Ha and
K-line cores. G, Spicules. [. . .] The distance between the bushes is 30 000 km. Reproduced with
permission from Noyes [15], including this caption.

In terms of physics, the principal quiet-Sun photospheric agents are gas
dynamics and near-local thermodynamic equilibrium (near-LTE) radiation loss
outside magnetic concentrations, magnetohydrodynamics (MHD) within the
latter. These processes are presently emulated well in three-dimensional time-
dependent simulations of photospheric fine structure. The spatial simulation
extent is still too small to contain full-fledged active regions, but sunspots [12]
and supergranules [13,14] come into reach. Higher up, the radiation losses become
severely non-equilibrium (non-local thermodynamic equilibrium (NLTE), partial
redistribution, time-dependent population rates), and the magneto-gasdynamics
becomes multi-fluid. These complexities constitute a challenging but promising
modelling frontier.

2. The scene

Figure 1 sets the quiet-Sun scene for this overview. This sketch comes from
the outstanding discussion by Noyes [15] of the ingenious Doppler imaging
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