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ABSTRACT
Natural Language Processing (NLP) for Vietnamese has been
researched for more than a decade but still lacks of an open-
source NLP pipeline. As the result, researchers have to
spend a lot of time on various fundamental tasks before
working on the task of interest. Besides, the circumstance
holds back text processing technology in Vietnam because
an application costs much more money and time to reach a
deliverable state. This work is an attempt to solve this is-
sue. By incorporating available open-source software pack-
ages and implementing new ones, we have created an open-
source, production-ready solution for Vietnamese text pro-
cessing. Via three experiments, we demonstrated its effec-
tiveness and efficiency. The software has helped us to de-
velop our solution for Vietnamese sentiment analysis and
online reputation management and we hope that it will also
facilitate research in Vietnamese NLP.

Categories and Subject Descriptors
I.2.7 [Natural language processing]: Language parsing
and understanding; D.2.13 [Reusable software]: Reusable
libraries

General Terms
Algorithms

Keywords
word segmentation, pos tagging, named-entity recognition,
dependency parsing, coreference resolution, NLP pipeline

1. INTRODUCTION
NLP is an inherently vast and intricate problem and some-

times considered “AI-complete”. To cope with its complex-
ity, researchers have divided it into various sequential sub-
problems such as word segmentation, part-of-speech tagging
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(POS tagging), syntactic parsing, named-entity recognition
(NER) and coreference resolution, among others. By adopt-
ing this approach, the NLP enterprise is carried out by devel-
oping solutions for each subproblem independently, usually
by independent groups, and then integrating them into a
system.

For various reasons, sometimes non-technical, most re-
searches in NLP have been concerned with English while
much less attention is paid to some languages such as Viet-
namese. As a consequence, there are few software packages
developed for fundamental tasks such as word segmentation,
POS tagging and syntactic parsing; no available solution for
some other tasks such as NER and coreference resolution and
no attempt has been made to incorporate available pieces of
software into a framework. 1 2

This circumstance has restricted Vietnamese NLP researches.
At universities, students work on dead simple and repeated
projects because more interesting ideas are not realizable.
Researchers waste their time on reimplementing solutions for
fundamental subtasks and integrating them into a pipeline
to be able to attack the subtask of interest. Many beneficial
and profitable applications becomes out-of-reach for inde-
pendent software developers while companies have to invest
more money and time to deliver their products.

We have developed VNLP as an answer to these problems.
VNLP is a framework for Vietnamese NLP consisting of
command line tools, plugins for GATE (Cunningham et al.,
2002) and GATE applications. GATE serves as a feature-
rich integrated development environment and an efficient
and comprehensive Java library. Building upon GATE, we
can make use of many high-quality components and ensure
that our framework is extensible.

VNLP can solve subtask individually or jointly, work in
GUI or command line (with some limitations), stand-alone
or integrated into another system, solve ad-hoc problems or
massive text processing. The framework is used to improve
our sentiment analysis algorithms in a commercial online
reputation management system. Furthermore, we publicly

1However, have a look at JVnTextPro for a bundle of com-
mand line, open-source tools consisting of sentence segmen-
tation, “sentence tokenization”, word segmentation and POS
tagging
2In the current writing, we concern software packages that
are readily available on the Internet or purchasable from a
vendor. We are aware of researches such as Nguyen and
Cao (2008) and the VLSP national project but could not
get their products.

http://jvntextpro.sourceforge.net/


distribute3 the framework under GPL license in the hope of
providing the Vietnamese NLP community with:

• An out-of-the-box, production-ready solution.

• A fundamental and common framework for research.

• A set of basic algorithms that may serve as a baseline
for future evaluations or contests.

Although some algorithms employed in the framework
were state-of-the-art when we started to work on VNLP,
i.e. around 2011-2012, we have made no attempt to update
it with latest advancements in the field. One obvious rea-
son is that there are many new algorithms come out each
year and few of them is open-sourced. Moreover, some algo-
rithms may be quite complicated or require a huge amount
of training data to work properly, which is not suitable for
a generic framework for both novices and experts. In spite
of accuracy, we focus on the simplicity, speed and stability.

The rest of the paper is organized as follows. We first
briefly describe the various subtasks implemented in VNLP
in Section 2 and then show how to incorporate them into a
complete pipeline in Section 3. Section 4 assesses the per-
formance of the framework by three experiments. Finally,
in Section 5, we conclude by discussing the contribution of
this work and future developments.

2. IMPLEMENTING SUBTASKS IN VIET-
NAMESE NLP

2.1 Word segmentation
Word segmentation is the first and fundamental step in

Vietnamese text processing. The results of this step impose
a hard constraint on all the rest of the framework in the
sense that if it mistakes a word, there is no chance for a
subsequent step to get right. As a result, word segmenta-
tion has received quite much attention in Vietnamese NLP
community.

Among other works, we chose vnTokenizer (Le et al., 2008)
to include in the framework. vnTokenizer is a hybrid max-
imal matching and graph-based word segmenter with word
accuracy up to 97%. It has been used to tokenize 2 million
syllables in Vietnamese Treebank project and recently to
tokenize 94 million words in VietnameseWAC corpus (Kil-
garriff and Le-Hong, 2012).

Recently, vnTokenizer was criticized for its large memory
footprint and low speed.4 However, less than 20MB of RAM
is negligible for modern computers and we have significantly
improved its speed by three modifications. Firstly, instead
of reading XML-encoded data via an intermediate document
object model, we used SAX, an event-driven API, to read
it directly. Secondly, to tokenize a document into basic el-
ements (syllables, numbers and punctuations, for example)
we do not use regular expressions but a LL(*) parser gener-
ated by ANTLR. Thirdly, we use an automaton with default
transitions (see Figure 1) to reduce word identification time
of an ambiguous phrase from O(wmaxs

2) to O(wmaxs) where
s is the number of syllables in the phrase and wmax is the

3https://bitbucket.org/epilab/vnlp
4Tuan Anh Luu, Yamamoto Kazuhide, Pointwise for Viet-
namese word segmentation, vietlex.com, accessed on July
22, 2013

Figure 1: An automaton for“an toàn”(safe) showing
default transitions (dotted lines). -1 is a dead-end
state, i.e. it has no out-going transition, therefore
when the automaton reaches state -1, we can safely
stop looking for words.

maximal length in character of a word. The impact of those
improvements will be investigated in Section 4.1.

While the first and second improvements are quite triv-
ial, the last one deserves more investigation. The algorithm
adopts a minimal deterministic finite automaton (MDFA) to
represent the vocabulary. For every ambiguous phrase, the
MDFA is used to find out all possible words. Originally, for
each of s syllables, the algorithm concatenates it with every
succeeding syllables and search for the resulting sequence
whose length is O(wmaxs). Therefore it costs O(wmaxs

2)
for each phrase. In our implementation, we don’t concate-
nate syllables but validate characters one by one against the
MDFA. As soon as we reach the state -1, which means the
current sequence can prefix no word in our vocabulary, the
search stops. Because no prefix can be longer than wmax,
the time to analyze a phrase is O(wmaxs).

2.2 Part-of-speech tagging
Part-of-speech (POS) tagging is a shallow parsing subtask

useful for many problems including, but not limited to, full
parsing, named-entity recognition and information extrac-
tion.

To the best of our knowledge, there are currently two
open-source solutions for Vietnamese POS tagging: JVn-
Tagger and vnTagger (Le-Hong et al., 2010b). Addition-
ally, vnQTag5 (Nguyen et al., 2003) is a freeware that ap-
peared around 10 years ago. vnTagger is the latest and, at
the time of writing, still among state-of-the-art taggers for
Vietnamese. Therefore we chose vnTagger to include in our
framework.

2.3 Syntactic parsing
Syntactic parsing has been a central challenge in NLP

for decades. For Vietnamese, this problem is also the topic
of many researches. Some attempted directions are tree-
adjoining grammar (Le-Hong et al., 2006, 2010a, 2012), head-
driven phrase structure grammar (HSPG; Do and Le, 2008),
probabilistic context-free grammar (PCFG; Hoang et al.),
lexicalized PCFG (Le et al., 2009), lexical functional gram-
mar (Le and Phan, 2009) and link grammar (Le and Nguyen,
2012). Apart from an immature link grammar parser, none
of the researches mentioned above has resulted in a deliver-
able (either free or commercial) software.6

5http://raweb.inria.fr/rapportsactivite/RA2003/
led/id2642150.html
6However, VLSP project has a HPSG demonstration
at http://vlsp.vietlp.org/ that allows us to parse a
sentence via its web interface and vnLTAG provides a

https://bitbucket.org/epilab/vnlp
http://vietlex.com/xu-li-ngon-ngu/117-Ung_dung_phuong_phap_Pointwise_vao_bai_toan_tach_tu_cho_tieng_Viet
http://vietlex.com/xu-li-ngon-ngu/117-Ung_dung_phuong_phap_Pointwise_vao_bai_toan_tach_tu_cho_tieng_Viet
http://raweb.inria.fr/rapportsactivite/RA2003/led/id2642150.html
http://raweb.inria.fr/rapportsactivite/RA2003/led/id2642150.html
http://vlsp.vietlp.org/


For our syntactic parsing component, we employed Malt-
parser (Nivre and Hall, 2005). Maltparser is an open source
parser generator for dependency parsing. It has been around
for more than six years and used to develop state-of-the-art
parsers for a number of languages. To the best of our knowl-
edge, we are the first to explore the potential of Maltparser
and transition-based dependency parsing for Vietnamese.

In (Nguyen and Nguyen, 2012), we have established a pro-
cedure to generate dependencies from VietTreeBank. Train-
ing on this corpus with the default feature model of Malt-
parser, we have successfully generated a dependency parser
for Vietnamese with an accuracy of around 70%.

2.4 Named-Entity Recognition
NER for Vietnamese has been tackled by several meth-

ods. Supervised (Nguyen et al., 2005) and semi-supervised
(Pham et al., 2012; Sam et al., 2011) approaches have been
attempted. Used algorithms include rule-based (Vo and
Ock, 2012), support vector machine (SVM; Tran et al., 2007)
and conditional random field (Nguyen et al., 2005; Pham
et al., 2012; Sam et al., 2011). Some other researches fo-
cus on corpus building (Thao et al., 2007; Nguyen et al.,
2010). Unfortunately, none of those research has resulted in
a free/open-source software.

For simplicity, we have developed a rule-based NER sys-
tem. Analogous to ANNIE (Cunningham et al., 2002), an
information extraction system shipped with GATE, our sys-
tem is broken into two parts: a word searching compo-
nent called gazetteer in GATE’s terminology and a pat-
tern matching component called transducer. The gazetteer
matches a document against various lists of organizations
(schools, firms, state agencies, etc.), locations (roads, wards,
districts, cities, countries, regions, etc.), persons (celebri-
ties, family names, popular middle and first names), prod-
ucts (extracted from famous online shops) and some auxil-
iary lexical units (for example: units, job names, titles, di-
rections). Because GATE gazetteers disregard Vietnamese
word boundary, we need to perform an additional step to re-
move annotations crossing word boundary. The transducer
then match sequences of annotations against a set of pat-
terns to decide the appropriate annotations for entities in
the document. A transducer rule expressed in JAPE (Java
Annotation Patterns Engine) looks like:

Rule: ProperName1

Priority: 15

(

({Lookup.majorType == per_family-name,

Token.orth == upperInitial})

(

({Lookup.majorType == per_family-name,

Token.orth == upperInitial})?

({Lookup.majorType == per_middle-name,

Token.orth == upperInitial})[1, 3]

)

({Lookup.majorType == per_first-name,

Token.orth == upperInitial})

):name

-->

:name.Person = {rule = "ProperName1"}

small grammar for testing at http://wiki.loria.fr/wiki/
VnLTAG.

The snippet matches Vietnamese names of the form: fam-
ily name + an optional family name + middle name + first
name. Should a sequence of annotations matches this pat-
tern, the transducer will put an annotation of type Person

with a feature rule=ProperName1 to colocate with it.

2.5 Coreference resolution
Coreference resolution (CR) is an essential subtask after

NER that explores and links entities in a document together
for better understanding. A good writer never repeats a
name from time to time in a passage but makes use of pro-
nouns, abbreviations and alternative names to refer to a
mentioned entity. Without the help of CR, we will lose the
majority of information involving entities.

CR has received little attention of Vietnamese NLP com-
munity. The only two researches that we are aware of are Le
et al. (2011) which used SVM and Sam et al. (2011) which
used a rule-based CR system as a means to bootstrap NER.

We approach this problem by heuristic rules. The sys-
tem consists of two components: an orthographical matcher
(orthomatcher) and a coreferencer. Based on ANNIE’s En-
glish orthomatcher, we built our orthomatcher with 17 rules
such as exact name matching, the matching of a short name
and the first part of a long name, acronyms. The coref-
erencer performs pronominal coreferencing and integrates
everything into coreference lists. The best antecedent of
a pronoun is chosen to best match the pronoun’s features
(e.g. gender, number, title) and appear closest to it.

3. VIETNAMESE NLP PIPELINE
The major contribution of this work is a complete solution

for Vietnamese NLP and it will not be possible if we do not
put all the above subtasks together to form a single pipeline.
Hence, VNLP is distributed with two GATE applications for
parsing (parsing.gapp) and NER (ner.gapp). The appli-
cations can be run and adjusted manually or embedded in
a bigger system and called programmatically.

Figure 2 shows the parsing application. “Document Reset
PR” is a processing resource that reverses any modification
made by previous runs. The application first tokenizes a
document, marks sentences using ANNIE’s sentence split-
ter, annotates each token with a POS tag and then adds
dependencies to them.

The NER application is shown in Figure 3. A POS tagging
step after sentence detection is optional and sometimes re-
duces the performance of the pipeline. The application does
not require a sentence to be parsed therefore Maltparser is
omitted. NER gazetteer, lookup correction and NER trans-
ducer are used to mark names. Then, it finishes with the
orthomatcher and the coreferencer.

If one needs to parse as well as annotate named-entities
in a corpus, she can easily do so by appending Maltparser
processing resource to the NER application.

4. EXPERIMENTS
This section describes the assessment of components in

VNLP. Because vnTokenizer and vnTagger have been evalu-
ated and used for years, we will not repeat their experiments
here.

4.1 Word segmenter speed experiment
To assess our modified version of vnTokenizer, we measure

http://wiki.loria.fr/wiki/VnLTAG
http://wiki.loria.fr/wiki/VnLTAG


Figure 2: VNLP for syntactic parsing (parsing.gapp)
as it loaded in GATE

Figure 3: VNLP for named-entity recognition
(ner.gapp) as it loaded in GATE

the running time of four tokenizers against the 2-million-
syllable corpus from VLSP project. vnTokenizer is a graph-
based word segmenter that chooses the most likely way to
segment a sequence of syllables according to a language
model. vnTokenizer 4.1.1 only computes probabilities ac-
cording to an unigram model. Our modified version lets the
user choose between unigram and bigram models while the
later is slightly more accurate given appropriate parameters.
Besides, we has tuned vnTokenizer for speed as described in
Section 2.1. Dong Du is a pointwise segmenter by Tuan Anh
Luu appeared in late 2012.

Table 1 shows that our implementation is significantly
faster than both the original vnTokenizer and Dong Du with
a speed of about 0.3 million syllables per second or about
440 documents per second.

4.2 Dependency parsing experiment
Our parser is evaluated against the converted version of

VietTreeBank (into dependency grammar). We used 2-planar
algorithm (Gómez-Rodŕıguez and Nivre, 2010) which is among
state-of-the-art transition-based parser and runs in linear

Segmenter Time
vnTokenizer (unigram) 234
Dong Du 44
Modified vnTokenizer (unigram) 6
Modified vnTokenizer (bigram) 11

Table 1: Running time (in seconds) of some seg-
menters against 2 million syllables

time. The algorithm produces 2-planar dependency trees
that have been proved to cover 99% of current treebanks
in 8 languages. Its SVM model is trained by LIBLINEAR
library for speed and accuracy. We divided the converted
treebank into 70% for training and 30% for testing. The
experiment is repeated 5 times.

We computed two scores: labeled attachment score (LAS)
and unlabeled attachment score (UAS). LAS is the accuracy
of dependency arcs, taking into account each dependency’s
two nodes, direction and label while UAS concerns only the
first three aspects but leave out the arc label.

As the result, our parser achieved 73% in LAS and
69% in UAS. This performance is lower than reported re-
sults of other parsers for Vietnamese but still helpful for
many applications. Besides, as this is among the first re-
searches in dependency parsing for Vietnamese and we did
not try Vietnamese-specific algorithms, many things can still
be done along this direction.

4.3 Named-entity recognition and coreference
resolution experiment

Finally, we investigate the performance of NER and CR
components. Because there is no NER annotated corpus for
Vietnamese yet, we first set out to build a corpus.7

We collected hundreds of reviewing articles about mo-
bile phones from sohoa.vnexpress.net and vnreview.vn.
Two teams of students from Hanoi University of Science
and Technology are hired to annotate the articles. Each
team works on the same set of articles independently. Each
annotator knows only about the articles he or she is given
but not what articles others are working on. Any discus-
sion about an article, either its title, author or content, is
banned. Even the fact that they are divided into two teams
is known only by researchers.

Since the beginning, we established a guideline for an-
notators. During the annotating process, annotators kept
close contact with researchers to communicate difficulties
and clarify the requirements. We also compared annota-
tions between the two teams every week and sent corrected
annotations to them. Vagueness and inconsistency in the
guideline which was not apparent at first was pointed out
and repaired. To ensure that every annotator has time to
annotate carefully and learn from the errors she makes, we
restrict the number of documents an annotator can work on
per week. The salary for an annotator is computed based
on how much and how accurate she does and be visible to
her at any time via a web interface. We also rank annota-
tors by accuracy and show it to every one in the team. The
purpose of this procedure is to ensure that the quality of the
resulting corpus is as high as possible.

Due to the shortage of time and money budget, only about
140 documents were annotated and 104 of them were anno-
tated by two annotators. We measure the inter-annotator
agreement of those documents by the traditional Precision,
Recall and F1 scores as in Table 2.

For practical purposes, we pay attention to product names
in the text while disregarding date/time expression as in tra-
ditional NER settings. Table 3 shows the evaluation result
of the NER pipeline. It should be noted that annotations

7The corpus is downloadable from https://bitbucket.
org/epilab/vnlp/downloads/sentiment-analysis.zip, it
is also annotated with opinions for opinion min-
ing/sentiment analysis.

sohoa.vnexpress.net
vnreview.vn
https://bitbucket.org/epilab/vnlp/downloads/sentiment-analysis.zip
https://bitbucket.org/epilab/vnlp/downloads/sentiment-analysis.zip


Type F1
Location 0.97
Organization 0.89
Person 0.88
Product 0.89
All 0.89

Table 2: Inter-annotator agreement of 104 docu-
ments that are annotated by two annotators.

Type Precision Recall F1
Location 0.17 0.79 0.28
Organization 0.68 0.82 0.74
Person 0.71 0.91 0.80
Product 0.63 0.52 0.57
All 0.57 0.59 0.58

Table 3: The performance of NER pipeline on our
140-document corpus.

evaluated in this experiment is the result of a full pipeline
execution including tokenization. The precision of location
annotations is low because of highly ambiguous rules such as
prepositions (for example, “on” + proper noun) and postal
addresses (for example, a number + proper noun). In gen-
eral, the performance is modest compared to the alleged
results of other researches. However, we hope that it will
help people to attack more problems in Vietnamese NLP.

5. CONCLUSION AND FUTURE WORK
In this paper, we have reported the first open-source frame-

work for Vietnamese NLP. To build its components, we
studied the current state of NLP for Vietnamese in vari-
ous subtasks: word segmentation, part-of-speech tagging,
syntactic parsing, named-entity recognition and coreference
resolution. Based on this knowledge, we chose to reuse
two open-source software, vnTokenizer and vnTagger, adopt
Maltparser for Vietnamese parsing and implement our solu-
tion for other tasks. The resulting framework was evaluated
in accuracy and speed against VietTreeBank and our newly
built corpus.

Our main contributions are to provide two ready-to-use
pipelines for Vietnamese text processing and an open-source
dependency parser for Vietnamese. Besides, an annotated
corpus for NER and opinion mining/sentiment analysis was
created and publicly released.

Although the framework has proved useful in our appli-
cations, the performance of some components is still mod-
est and needs improvement. We also want to extend the
framework to cover more tasks such as diacritics restoration,
chunking and information extraction.
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